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Optimized housing price prediction based on XGBoost

TAO Ran
(University of Auckland, Auckland 999030, New Zealand)

Abstract: Objectively, housing prices are restricted by many factors and because of this, house price pre-
diction remains a very classical and challenging problem in data analysis. In response to the redundancy
of house price data, which makes it difficult to identify important features in practical scenarios, this pa-
per proposes an innovative approach to data pre-processing and data prediction by means of double model
iterative fitting. The initial data is pre-processed in terms of data meaning, data form and data rele-
vance, then suitable models are selected for training. In traditional machine learning, Random Forest
(RF) and XGBoost (XGB) are two commonly used methods. The RF model is able to accurately judge
"redundant” features through its Bagging process. The XGB model, while improving prediction, is also
limited by its reduced generalisation ability and cannot stably reflect the importance of features. There-
fore, this paper uses the RF model to process redundant data and uses the XGB model to fit new data
sets to improve the prediction results. In this paper, experiments were conducted on the Kaggle compe-
tition dataset ("House Prices-Advanced Regression Techniques") and the test results showed that the fi-

nal regression accuracy R? of the XGB regression model was 87%, while the R? of the single RF model
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and the single XGB model were 79. 2% and 78. 7%, respectively. The experiment proves that the data

prediction method can significantly improve the effect of housing price prediction. To fully reflect the

model fitting effect and prediction ability, the authors change the "house price" to discrete variable

which has two categories of "high" and "low", and get the Confusion Matrix with an precision of 93%

and a recall of 93%.

Keywords: House price prediction; Machine learning; XGBoost; Random Forest; Iterative model regres-

sion

1 Introduction

With the growth of global population, indus-
trialization and urbanization, housing has gradu-
ally become a very significant socio-economic is-
sue. The demand for housing, the need for a good
living environment, and the need for housing in-
frastructure are all increasing. Likewise, as these
housing needs persist continually and lead to a
growing housing price market, house providers
want to meet these needs as much as possible in
order to increase the expected price of housing
and thus maximize their profits. Since the 21st
century, home prices have not only been a key
concern in any region of any country, but are in-
fluenced by many factors. Therefore, it is diffi-
cult for us to identify the most effective housing
characteristics that affect the price of housing and
to give a most cost-effective housing maintenance
plan when the only thing we can change as a land-
lord is our own home.

Putting aside many other factors, such as the
national housing price macro-control policies, we
start from the condition of house and the sur-
rounding environment, extracting useful informa-
tion from a large amount of housing data to pre-
dict house prices more accurately. In the field of
Machine Learning (ML), the house price predic-
tion problem is a classic problem. However, the
predicted house prices using machine learning
methods do not address the actual needs of land-
lords, in other words, guaranteeing a single pre-
diction accuracy does not provide users with e-
nough suggestions to improve their homes and
thus increase home prices.

For example,

(1) How do the results we predict using ML
help end-users? In fact, ML prediction results are
not user-friendly. What users need should be the
methods to improve the results of ML prediction
rather than the prediction results themselves.

(2) We expect that ML can calculate the fea-
ture importance in the prediction process and fil-
ter the features that are important enough for the
prediction result by the feature importance. Can
we obtain more effective datasets to improve the
prediction effect by feature filtering? Can we rea-
sonably explain the impact of these features on
house prices?

(3) When a user wants to renovate a house,
which changeable house features can be optimized
to maximize the price of the house?

This study is dedicated to solve all the above
problems by deploying algorithmic machine learn-
ing for house price prediction. Data processing,
optimization algorithms, and feature filtering are
used to improve the prediction accuracy and
strengthen the prediction effect. The purpose of
this thesis is to obtain a high accurate model
through feature filtering and to explain the impact
of important features on house prices. Finally, it
provides users with suggestions that can improve
housing returns, completing the transition from
predicting house prices to improving them based
on machine learning.

Therefore, based on machine learning, we
need to not only predict house prices, but more
importantly, be able to study the data at a theo-
retical level to build user-facing systems that can
provide practical help to users in solving house
price improvement problems. We intend to use

machine learning to accomplish the following
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goals: (1) Build highly accurate models. (2) Cal-
culate feature importance by model. (3) Make re-
sults understandable and provide recommenda-
tions to users.

To accomplish these goals, we have studied
various machine learning algorithms and related
techniques. Here are some brief descriptions of
our approach:

(1) We use two machine learning techniques
to get a high accuracy model. Firstly, we use
Random Forest (RF) for regression, and get fea-
ture importance from the Random Forest Regres-
sor. Then we filter the features based on the im-
portance to create a new data set. Finally we
build XGBoost to regress and use it to predict the
house price.

(2) After obtaining a regression model with
higher accuracy, we then labeled the house prices
as "High" or "Low" and used the XGBoost Clas-
sifier with the selected features to provide a pre-
diction model with at least 92% accuracy.

(3) Finally, we explain the impact of each
feature on the house price category by feature im-
portance based on the classification model and
provide suggestions for users to upgrade their

house price.

2 Related work

In the field of machine learning, many at-
tempts have been made to predict house prices,
such as some algorithmic machine learning: sup-
port vector machines, various clustering, and
tree-based learning systems, and even brain-like
machine learning, such as various types of neural
networks, The following section includes the re-
view of the relevant literature, the relevant re-
search methods, and the relevant techniques
used.

2.1 Literature review

When facing with a data analysis problem,
we usually think about two questions to investi-
gate, " What" and " How": what kind of data
should we collect to support our investigation to

the problem, and how to analyze the data we col-

lect.

The data for house price ML models: We
have always believed that data collection and pre-
processing are the most important and time-con-
suming part in data analysis. During the modeling
process, we can improve the results by changing
the model or the parameters of the model, but if
the dataset itself is not good, such improvement
is minimal. Therefore, we discuss some related
work about which data should use for data analy-
sis of ML models.

(1) In previous studies, when analyzing data
on housing prices, the analysis is often limited to
a region because of too many uncertainties, so a

) is pro-

model for predicting property prices
posed, which can be used universally in any re-
gion with little fine-tuning. This model reflects
that some location factors, such as public/trans-
portation facilities (office, college, super market
and transportation facility etc. ), have a signifi-
cant impact on house prices in a given area when
predicting property prices.

21, the house features that

(2) In one study
buyers are interested in (like ‘square feet area’,
‘no. of Bedrooms’, ‘no. of Bathrooms”, ‘Type
of Flooring”, ‘Lift availability”) are also used as
a data set for house price forecasting. In this pa-
per, the authors use Linear, Forest, and Boosted
regressions to fit this data set and improve the
prediction accuracy.

(3) In previous studies, the hedonic method-
ology was proposed to analyze the Factors influ-

(31, in which it was ar-

encing the value of houses
gued that house prices are highly influenced by
position quality and typological quality.

(4) In contrast to using a single model (e.
g. . a linear model) for house price prediction,
the author use Hedonic Price Model and Artificial
Neural Network for comparison in his study-",
not only to confirm that house characteristics and
house prices do not show a linear relationship,
but also to prove that in addition to factors such
as environmental attributes, house characteristics

themselves can significantly affect house prices.
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The ML models for house price prediction:
In previous studies, various machine learning
methods have been used for house price predic-
tion. We integrate papers that utilize multiple/
combined machine learning algorithms for house
price prediction and use the results of these relat-
ed studies to identify which models might be used
in our research.

(1) Four advanced regression technique were
applied for this case™, and since Decision Tree
overfits the dataset collected in this study, the
authors used Linear Regression, lLasso Regres-
sion, Ridge Regression and ElasticNet Regression
for house price prediction, used R? score to evalu-
ate models, and Adjusted-R? score to indicate if
the new term improves the model accuracy. The
results of the study indicate Linear regression
model has the best prediction effect (R*= 0. 695)

(2) In previous studies™, four machine
C4. 5, RIPPER, Naive

Bayesian, and AdaBoost, were used to build

learning algorithms,

house price prediction models for comparison ex-
periments. The experimental results show that
the RIPPER algorithm model has the best predic-
tion effect, being able to obtain an Average test
error of 0. 2488, while the Average test error of
AdaBoost’s method is also able to reach 0. 2570.
(3) Brain-like machine learning models Ce.
g., neural networks) are commonly used for
hard-to-fit data sets (e. g., unbalanced data
sets). There have been attempts to use such an
approach for research in house price prediction™,
In this study, three different models have been
Machines
(SVM), feedforward artificial neural networks
(MLP) and Generalized Regression Neural Net-
works (GRNN), and Mean Absolute Percentage
Error (MAPE) was selected as the error metric.
The result shows that MLP gets the best per-

formance with MAPE equal to 9.3% in rental

formed with the Support Vector

listings and 14. 9% for sale listings.
(4) A study provides the performance of
multiple linear regression models, feedforward

neural network models, and XGBoost models for

house price prediction. It finds that linear regres-
sion models are under-expressed, feedforward
neural networks are unstable and expensive to
train. On the contrary, tree-based models per-
form relatively well for house price prediction.
The results show that the XGBoost is superior to
traditional regression models as an ensemble
learning algorithm for tree-based models, whose
average RMSE of training is 0. 0178,
2.2 Research method

ML models have been widely used in the field
of house price prediction, and tree-based ML
models (e. g. , random forest) can have good pre-
diction performance when dealing with most of
the house price data, but due to the uncertain
number of data features, they are easily overfitted
or underfitted, resulting in low generalization a-
bility of the models. Meanwhile, most studies fo-
cus on how to improve the prediction performance
and ignore the user-friendliness of the prediction
results, in other words, there is no good transi-
tion from theory to practical application, i. e. ,
users should be able to know how to improve
their house prices from the results.

In the present study, we work to address the
above-mentioned research gaps. The research

methods flow is provided in Fig. 1.

/FF Modelin
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' * Feature )
* Filter_/ XGBoost
Classifier
Fig. 1 The research methods flow

In this research, we use the dataset from the
Kaggle competition website ( House Prices-Ad-
RF model and

XGBoost model are used for house price predic-

vanced Regression Techniques).

tion and for feature selection, and also, to com-
pare their prediction performance and explain the
reasons,

The research methods are divided into impro-

ving house price prediction performance and inter-
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preting house price prediction results. We use a
Random Forest full model for house price predic-
tion and feature filtering by the importance of the
features obtained from the model. Then we use a
new model, XGBoost (eXtreme Gradient Boos-
ting) for improving house price prediction per-
formance. This is proposed by Chen ez al.'™, an
integrated machine learning algorithm Based on
Decision Trees (GBDT). And reasonable feature
reduction will also enhance the generalization of
the model. On the other hand, we compare the
two models, explain the model principles to ex-
plain the prediction results and feature impor-
tance, and provide users with reasonable and ef-

fective suggestions to improve house prices.

3 Feature importance and accuracy
improvement

3.1 Feature engineering

Data pre-processing has been considered as

the core and time-consuming part of the data anal-
ysis process, which includes data observation,
data filtering, data cleaning, data transformation,
data format standardization, etc. In this section,
we will present the data pre-processing steps per-
formed on our data set ("house-prices-advanced-
regression-techniques") in detail.
3.1.1 Data description The data set has a total
of 1460 samples, each with 80 features. Some of
these features are used to measure the house it-
self, and some are used to record the house's sur-
roundings.

Overall data; (1) Prediction labels: 1460 % 1.
(2) Feature matrix; 1460 % 80.

Data types include;: (1) Float64 (3).
(2) Int64 (35). (3) Object (discrete string type)
(43).

First, house features include two types, con-
tinuous features and categorical features. The da-
ta type of continuous features is float64, while
the data type of categorical features is more com-
plex, including int64 and discrete string types.
3.1.2 Data cleaning

(1) Feature dropping. When preparing the

data, we should know the source of the data and
comprehend the meaning of the features. Because
there is often some data that can be determined to
be dropped before modeling without losing any in-
formation.

(a) Mark data & same information data. ‘Id’
column just use for marking each house, so it
looks like this feature doesn't help our modeling.
‘Year Built” and ¢ Year Remod Add’ column
seems to give the same information for us. *Year-
Built” is used to record the original construction
date, and ¢ YearRemodAdd’ means the remodel
date which same as construction date if no remod-
eling or additions. So we can drop ‘Id” and ‘ Year
Built’,

(b) "Sparse" data. We call the feature with
too many same values as " Sparse" data, and we
still need to determine whether it can be dropped
or not from the meaning of the feature. We list
some of the features that have more than 90% of
the same values in the total sample below.

(i) Features with too many duplicate values

¢ Street’, ¢ Alley’, ¢ Utilities’, ¢ Land-
Slope’, etc.

(i1) Features with too many NaN value

‘PoolQC’, ‘MiscFeature’.

Although special value can have a significant
impact on house prices when instances generally
have same feature values, we do not believe that
the above two types of features can be the key to
fitting house prices when they are generally con-
sistent (we may even refer to the special value as
"outliers"), so we left no features of those
"sparse" data.

(2) Missing values. We have divided the
missing values into two categories, one part of
them is missing completely at random, called
MCAR missing values, and the other part comes
from human records. We discuss the handling of
these two missing values separately.

(a) Artificially recorded values as ‘NaN’,
There are many categorical feature values that are
artificially recorded as "NA", which are used to

represent the category " None". For example,
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‘ Garage Qual’ means Garage quality, whose
missing value "NA" stands for those houses with-
out Garage, but such records are treated as miss-
ing values by the model. Therefore, we replace
the missing values with "None" for these catego-
ries,

(b) MCAR missing values. Due to the rea-
sons like simple data distribution, we choose to
use some common missing value imputation meth-
ods. For continuous features, we use the mean
fill null values, and in the case of categorical fea-
tures, we use the most frequently class to fill the
missing values.

(3) Data transformation,

(a) Categorical features. There are many en-
coding methods available, but we only consider
hard encoding and one-hot encoding. Hard enco-
ding maps category features to numerical values,
which coincide with the number of categories.
Hot-Encoding is commonly used for discrete and
out of order data due to its unique one-bit valid
encoding property.

In fact, there are many categorical features in
our data have clear sequential relationships.,e. g. ,
in the ‘Exter Qual’ column ("Evaluates the qual-
ity of the material on the exterior") we have five
value to represent five level of the the quality:
"Excellent", " Good", " Average/Typical ",
"Fair", "Poor".

Also, hard encoding can effectively buffer
the effect of numerical categories on the values,e.
g.» ‘MSSub Class’ column has a class represen-
ted by the value 190, which must have a huge im-
pact on the model, hard encoding can encode it as
16 thus reducing the impact.

Finally, since there are discrete features with
many categories in the data set, we do not have e-
nough space to store such huge sparse data, e.
g., ‘Exterior 2nd’ has 17 categories, which
means we need more than 17 columns of sparse
matrix to replace this one feature. So we finally
choose to use hard coding, and since we are enco-
ding the features rather than the target, we use

the OrdinalEcnoder in the "Scikit-learn" package.

(b) Continuous features, Continuous features
are also multidimensional, and obviously, the
scale of these features and the magnitude of the
values are different (e. g. , ‘BedroomAbvGr’ re-
cords the number of bedrooms above grade, while
‘1stFIrSF’ records first floor square feet), then
they will have different degrees of influence on
house prices. By standardization, it is possible to
make different features have the same scale.

We use the StandardScaler in the " Scikit-
learn" package to normalize the data distribution
to a distribution with a mean of 0 and a variance

of 1, using the following formula (1).

Xs('al(‘d - X; ( 1 )

Where the ;4 means the mean of feature, and o
means the standard deviation of feature.

By the way, although the decision tree model
does not need to be normalized, we still standard-
ize the continuous features because of the gradient
boosting property of XGBoost.

When

we focus on cleaning feature variables in our data

3.1.3 Response variables normalization

preparation, we often ignore the response varia-
bles. In tree-based machine learning prediction,
we prefer not to treat the response variables.
This is because some pre-processing like Stan-
dardScaler for the response variables would lead
to distorted data and unintelligible forecasts (e.
g. » negative house price forecasts).

Although dealing with response variables
may raise data analysis problems, we still need to
make judgments about the data distribution of re-
sponse variables. Because if response variable da-
ta is not normally distributed, it will affect the
results of regression analysis (most obvious for
linear regression). There are many statistical
tests for normality, such as the Kolmogorov-
Smirnov test (K-S test), the Shapiro-Wilk test
(SW test), and the y* Goodness-of-fit test . In
our study, the method of plotting frequency dis-
tribution histograms is used to test the data dis-
tribution in order to make possible subsequent da-

ta transformations more convenient.
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Fig. 2 Original data distribution chart

In the Fig. 2, the distribution of response
variables is found to be right skewed by plotting,
which has a huge impact on the prediction accura-
cy. Even for a tree-based model, such response
variables would affect the results of the regression
analysis.

A right skewed distribution means that the
mean of the data is larger than the plurality, in
other words, there are a few values that are par-
ticularly large, and we need to minimize the gap
between the data. So we choose to use the loga-
rithmic transformation (2)

Y carea = log(Y) (2)
to deal with the response variable, and Fig. 3
gives the distribution of the transformed response
variable data.

3.1.4 Feature correlation After the data enco-
ding and normalization, we need to consider the
When

measuring data based on relevance, usually a fea-

last issue, which is feature correlation.

ture is considered good when it has a strong rela-
tionship with the label and a low relevance with

97 This is because features with

other features
high correlation could get many statistical prob-
lems when used to fit a model (e. g. , multicol-
linearity, information redundancy, etc. ), which
can lead to a poor fit.

In the case where the correlation coefficient
is between —1 to 1 (a negative number is an in-
verse correlation and a positive number is a posi-
tive correlation), we define a pair of features as
highly correlated with absolute value of correla-
tion exceeding 0. 7, and drop one of them by their

correlation with the response variables.

12

1.0

0.8

0.6

04

0.2

0.0

105 110 115 120 125
Sale price

130 135

Fig. 3 Transformed data distribution chart

(1) Continuous features. For continuous fea-
tures, since we have previously transformed them
into normal distributions by normalization, and
we are more concerned with the linear relation-
ship between them, we evaluate these features u-

sing the Pearson correlation coefficient (3), the

formula as follows™" ,
‘Ou,/) :E(ab) (3)
0.0

Where p,., means the Pearson correlation coeffi-
cient between feature a and b; E(ab) is the cross-
correlation between a and b; and ¢ means stand-
ard deviation.

By calculating the Pearson correlation coeffi-
cient, Tab. 1 lists the features with absolute values a-
bove 0. 7, which are considered highly correlated.

Now we need to decide which features to
drop, and in Tab. 2 the Pearson correlation coeffi-
cients of the above features with the response var-

iables ‘SalePrice’ are given.

Tab.1 The Pearson correlation coefficient table

Pearson corr ‘YearBuilt’ ‘TotalBsmtSF’
‘GarageYrBIt’ 0.78 /
‘1stFIrSF’ / 0. 82

Tab. 2 The Pearson correlation coefficient with ‘SalePrice’

Pearson corr ‘ YearBuilt” ‘GarageYrBIt” ¢ 1stFIrSF” ¢ TotalBsmtSF’

‘SalePrice’ 0.59 0. 50 0. 60 0.62

From Tab. 1 and Tab. 2, we decide to keep
‘YearBuilt” and ‘ TotalBsmtSF’ columns.

(2) Categorical features. When evaluating
Categorical feature correlations, we are interested

in those features with sequential category (ratings
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of housing status, etc. ), because there is no ex-
plicit relationship between unordered categorical
variables. Therefore, we use the Kendall correla-
tion coefficient"" to evaluate the degree of corre-
lation between ordinal categorical features. The
following is the formula for the Kendall correla-
tion coefficient (4).

2X[ds(p1sp2) ]
N(N—1)

Where zx,.x, means the Kendall correlation coeffi-

4

X, X, =1-

cient between feature X, and X;; p; means the
ordered pairs that compose the ordered set;
dx(pysp:) means the symmetric difference dis-
tance between p, and p, (for example; p is
[a,b],[a,c].[bsc] for a ordered set [a.b,c];
and d, is length of [b,c], [c,0] for p{[a.,b],
[a,c],[bsc] and p{[a.b], [a.c]. [c.b]); N
means the length of ordered set (usually features
with ordered sets of the same length are likely to

be considered as highly correlated).

Tab. 3 The Kendall correlation coefficient table

Kendall corr ‘Exteriorlst’ ‘GarageQual’
‘Exterior2nd’ 0. 83 /
‘GarageCond”’ / 0.75

By calculating the Kendall correlation coeffi-

cient, Tab. 3 lists the features with absolute val-
ues above 0. 7, which are considered highly corre-
lated.

We do not use the Kendall correlation coeffi-
cient when calculating the correlation coefficient
between the above features and the response vari-
able ‘SalePrice’. ‘SalePrice’ is a continuous col-
umn with normal distribution, while the above
features are discrete without normalization, so we
choose to use the Spearman correlation coeffi-
cient. The following is the Spearman correlation
coefficient formula (5).

o, =2Xab) )

a0,
The Spearman correlation coefficient is calcu-
lated in the same manner as Equation (3), except
that QOa b, 18 calculated after both ¢ and & have
been rank transformed to values between 1 and N
(a, and b,), N is the number of samples. And a
so-called fractional ranking is used, which means
that the mean rank is assigned in case of ties'? .
Then we use the Spearman correlation coeffi-
cient to decide which feature should be keep, and
in Tab. 4 the Spearman correlation coefficients of
the features in Tab. 3 with the response variables

‘SalePrice’ are given.

Tab. 4 The Spearman correlation coefficient with ‘SalePrice’

Spearman corr ‘Exteriorlst’

‘Exterior2nd’

‘GarageQual’ ‘GarageCond’

‘SalePrice’ 0. 068

0. 070 0. 32 0. 35

So from Tab. 3 and Tab. 4, we decide to drop
‘Exteriorlst” and ‘GarageQual’ features.
3.2 Random forest regression

Random forest is a combination of tree pre-
dictors such that each tree depends on the values
of a random vector that are sampled independently
and have the same distribution for all trees in the
forest'™™, In simple terms, random forest uses
the idea of bagging to create reasonable random-
ness, and combines multiple CART decision tree
weak learners to obtain their respective prediction

results, and makes the final results with high ac-

curacy and generalization performance by integra-
tion. For classification problems, the final cate-
gory is obtained as the output using the voting
method, and for regression problems, the final
prediction is obtained as the model output using
aggregation ( e.g., taking the arithmetic
mean, etc. )

Fig. 4 provides the flow of data analysis using
random forest. After completing the modeling,
feature importance is obtained for subsequent fea-

ture selection.
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Fig. 4 The Random Forest modeling flow

3. 2.1 Data preprocessing Random forest as
our prior model is mainly used to explore the da-
ta, and in this case, the overall information of the
data is unknown. Therefore, the data used in the
RF model should be processed by the above men-
tioned feature engineering to make it valid.

(1) The data pre-processing process is divid-
ed into continuous variables processing and dis-
crete variables processing:

(a) Continuous variables processing.

From Fig. 5, we can see that there are miss-
ing values in the continuous columns, we use the
Simplelmputer with strategy of calculating the
mean value to estimate missing value, and then
normalize all continuous data to satisfy normal

distribution by StandardScaler.

Features with
missing variables

Data preprocessing

Simplelmputer
with
strategy="mean’

_—
Features without ]
missing variables SRR

Fig. 5 Continuous variables processing pipeline

Continuous
columns

columns

(b) Discrete variables processing.

In Fig. 6, since categorical variables have
have two types of missing values, artificially re-
corded "NaN" and MCAR missing values, we
choose two strategies of Simplelmputer, which
are getting imputed with the most frequent term
and the constant term "None". Then we use Or-
dinalEncoder with "dtype=np. int" to encode dis-

crete values into integers.

Data preprocessing

IMCAR missing Slmplﬁlr;:g;\fg with
variables ‘most_frequent”

Features with
missing
variables

Ordinal
Encoder

New.
ategorical
columns

ategorical .| Bimplel wit
o c/::'}i‘fdcmllll;N strate‘gy:‘constgnt‘
using “None

. Features
without missing
variables

Fig. 6 Discrete variables processing pipeline

(2) After processing the data into a legal
form for the ML model, we filtered the features
by understanding the meaning of each feature it-
self (mentioned in 3. 1. 2(1) Feature Dropping) ,
defining the "Sparse" data and calculating the cor-

relation coefficients, the pipeline is given in
Fig. 7.

New
Continuous
columns

Feature Selection

Featires “Sparse™ .
Understanging Features [~|Data_ne
Features
Correlation

cofficient

New
Continuous
columns

Fig. 7 The features selection flow
Then we provide a new data set Dat ay., for
fitting the model. The number of features, the
sample size of Dat a,., and the conversion of re-

sponse variables are given in Tab. 5.

Tab.5 The Dat an Structure

No. of features No. of instances Response variables

54 1460 log(y)

(3) In each random sampling round of Bag-
ging, a portion of the training set that is not sam-
pled is called Out Of Bag (OOB for short). In
fact, the optimal sample size of OOB in Bagging
is always 20% or 40%, which allows the com-
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bined model to exhibit a good overall perform-
ancel'. These OOBs are not involved in the fit-
ting of the training set model, so they can be used
to check the generalization ability of the model.
Similarly, we randomly divide Dat a,. into a
training set and a validation set in the ratio of
7 + 3, with the training set used to fit the model
and the validation set used to evaluate the
model fit.

3.2.2 Modeling After completing the data en-
gineering, modeling is actually very simple.
When our data is good enough, the prediction will
not be very bad. There is a limit to the informa-
tion in the data, we build the model and tune the
parameters to approximate that limit,

First, we fit the regression model and set up
the entire random forest architecture with the fol-
lowing four more important parameters.

(1) ‘n_estimators’: The number of sub-
datasets generated from the original data set with
replacement sampling, 7. e. » the number of deci-
sion trees.

(2) ‘max_features’: The maximum number
of features allowed in Random forest on a single
decision tree. It has several types of options avail-
able.

(3) ‘max_samples’: The maximum number
of random samples that can be used to construct
the tree in each iteration.

(4) ‘criterion’ ; The calculation method used
to determine whether the node continues to split,
i. e. , the performance evaluation criteria.

We use cross-validation to set parameters,
and since the optimal parameters are unknown,
two cross-validation-based parameter search
methods are derived, Grid Search and Random-
ized Search. GridSearchCV sequentially adjusts
the parameters in steps within the specified pa-
rameter range, and uses the adjusted parameters
to train the learner to find the parameter with the
highest accuracy on the validation set from all the
parameters. RandomizedSearchCV actually uses
the same approach as GridSearchCV, but it re-
places GridSearchCV's grid search for parameters

with random sampling in the parameter space.
Our data quality is relatively good, so the number
of parameters to be set in the modeling is small,
and the data set is small, so grid search is cho-
sen.

The optimal parameters of the model are giv-
en in Tab. 6.

Tab. 6 The optimal parameters of RF regressor

Parameters Ranges Optimal values
‘n_estimators’  [100,200,300,400,500] 100
‘max_features” [0.2, 0.4, 0.6, 0.8, 1] 0.6
‘max_samples” [0.2, 0.4, 0.6, 0.8, 1] 0.8

‘criterion”’ ["mse’, "mae’ ] ‘mse’

3.2.3 Regression effect evaluation For regres-
sion models, there are many evaluation indica-
tors, such as Mean Absolute Error (MAE),
which is used to reflect the actual situation of the
prediction value error, and Mean Squared Error
(MSE), which can evaluate the degree of data
variation. The smaller the MSE value, the better
the model can describe the experimental data.
Since we predict the result as log (* Sale
Price”), the predicted house price can be viewed
by exp (‘Sale Price’). When we evaluate the
model by the above two forms of response varia-
bles, the values of both MAE and MSE will
change significantly. In order to meet our require-
ments for the prediction results, we choose to use
the R? coefficient of determination to evaluate the
regression model, following is the formula (6) for

the R? coefficient of determination;
EDIRCE
> (v —)?

Where y is the actual value; — 3y is the corre-

2 L
(ysy) 1

(6)

sponding predicted value; and ¥ is the mean of ac-
tual values Y.

From the formula, the denominator is under-
stood as the degree of dispersion of the original
data, the numerator is the error between the pre-
dicted data and the original data, and the division
of the two can eliminate the influence of the de-

gree of dispersion of the original data. In fact,
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the " coefficient of determination" describes the
goodness of fit by the change of data. Theoretical
value range ( —o°,1], normal value range is
[0,17] (the negative coefficient of determination
implies that the prediction is even less effective
than taking the mean value). The closer R* is to
1, the stronger the model’s ability to explain the
response variable.

The Random Forest model we use has an R*

of 85%.
3.2.4 Feature importance One of the features
of the integrated learning model is that it can out-
put feature importance, which can assist us in fil-
tering features, thus making the model more ro-
bust.

The idea of performing feature importance e-
valuation in random forest is determine how much
each feature contributes to each tree in the ran-
dom forest, then take an average value, and final-
ly compare the contribution size among the fea-
tures, where the calculation regarding the contri-
bution can be either impurity or out-of-bag data
error (OOB error)™™,

(1) Based on OOB error.

For a tree, out-of-bag data errors can reflect
the generalization ability of the learner. When we
calculate the importance of feature X, we calcu-
late its OOBerror, from the out-of-bag data of
each tree, and then add noise interference to the
X feature to calculate the OOBerror, at this time,
assuming there are N trees, then the importance
of the X feature is 1/N X 23 (OOBerror, —OOBer-
rori).

The reason why this value can indicate the
importance of the feature is that if the out-of-bag
data accuracy decreases substantially after adding
random noise (i. e. ,OOBerror; rises), indicating
that this feature has a large impact on the predic-
tion results of the sample, which in turn indicates
a relatively high degree of importance.

(2) Based on impurity.

Each node in a decision tree is segmented by
a feature, and the nodes can be identified using

impurity, i. e. » when training a decision tree, it

is possible to calculate how much of the tree’s im-
purity the feature reduces. For a decision tree
forest, it is possible to calculate how much impu-
rity each feature reduces on average, and use its
average reduction in impurity as a basis for fea-
ture importance.

For the regression model, the impurity we
use is MSE (Mean Square Error) (7).

LSy G =92 <)
m =1
Where y is the actual value; — y is the corre-

sponding predicted value.

We calculate the random forest feature im-
portance to provide a better data set for the XG-
Boost model that follows, so we choose to use im-
purity-based feature importance, which is more
convenient, to identify the more important fea-
tures. Tab. 7 provides the importance of the top
five important features calculated from the ran-

dom forest.

Tab. 7 The top-5 random forest importance of feature

Feature ID Name Importance
11 OverallQual 0.378 116
33 GrLivArea 0.173 427
13 YearBuilt 0.071 904
30 TotalBsmtSF 0. 057 565
44 GarageCars 0. 052 861

3.3 XGBoost regression

XGBoost is a scalable machine learning sys-
tem for tree boosting. Boosting is an iterative al-
gorithm where each iteration weights the samples
according to the prediction results of the previous
iteration, and as the iterations continue, the error
gets smaller and the bias of the model decrea-
ses'®, In simple terms, XGBoost uses this idea to
reduce bias by using an architecture-fixed model
that is fitted on the basis of the residuals (the
difference between the last prediction and the true
result) from the last tree fit.

We use the XGBoost model to fit the new da-
ta set created by the random forest model above
as a way to improve the prediction.

Fig. 8 provides the flow of data analysis using

037001-11



W KFFHCA RFF R

%34

XGBoost. We will analyze feature importance af-

ter completing the modeling.

Feature

\importance
Explanation

Feature New Data XGBoost
Selection Set modeling

- ]mprove
Feature

der to prevent overfitting.
(4) ‘objective’; This parameter defines the
loss function that needs to be minimized.
Similarly, we use GridSearchCV to find the
optimal parameters. The optimal parameters of

the model are given in Tab. 9.

Tab. 9 The optimal parameters of XGB regressor

. R
F importance modeling —‘

Fig. 8 The XGBoost modeling flow

3.3.1

importance of the random forest, it can be seen

New data set building From the feature

that the ‘OverallQual’ feature is much more im-
portant than the other features, mainly because
we chose to use the impurity-based assessment of
feature importance. In the feature selection based
on impurity reduction, when a feature is selected,
the importance of other features associated with it
becomes low, because the impurity they can re-
duce is removed when the feature is selected.

‘OverallQual’ means ‘Rates the overall ma-
terial and finish of the house’. Obviously there
will be many features associated with ¢ Over-
allQual’, so although the importance of other
features seems low, we still choose the top-30
most important features to form the new data set.
Tab. 8 provides the structure of the data set used
for the XGBoost.

Tab. 8 The datase t,., Structure

No. of features No. of instances Response Variables

30 1460 log(y)

3.3.2 Modeling When we modeling with XG-
Boost regressor, we also need to set some impor-
tant hyperparameters,

(1) ‘n_estimators’: Same as ‘num_ boosting
rounds’, which means the number of boosting it-
erations, 7. e. how many base models are genera-
ted.

(2) ‘max_depth’: This value is the maxi-
mum depth of the tree used to avoid overfitting.

(3) ‘learning rate’: Same as ‘eta’. The

shrinkage step used in the boosting process in or-

Parameters Ranges Optimal values
‘n_estimators”’ [100,200,300] 200

‘max_depth’ [6,7,8] 8
‘learning_rate’ [0.1, 0.2, 0.3] 0.1

[’reg:squarederror’,

S s ’reg: squarederror’
reg:gamma’ |

‘objective’

3.3.3 Regression effect evaluation In terms of
regression prediction, the XGboost model outper-
forms the Random Forest model, the details of
which are provided in Tab. 10.

Tab. 10  Comparison of regression fitting effects

Model Data set R? score/ %
Random Forest 54 Features 85. 86
XGBoost 30 Features 87.09
3.3.4 Feature importance The XGBoost re-

gression model does not calculate the importance
of features in the same way as Random Forest.
Overall, the importance is expressed using the
proportion of the feature score to total feature
scores, with the following formula (8).

score
sum(score)

8

feature_importance =

Where score is the list of each feature importance
score; and sum (score) means the total feature
scores. We can see that this calculation is able to
avoid the problem of features interacting with
each other and forcing some features to become
less important, But again, we are faced with an-
other problem, what to use to represent the fea-
ture importance score. Three common ways of
doing this are given below.

(1) weight: The number of times a feature is
used to split the data across all trees.

(2) cover: The average coverage across all
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splits the feature is used in. The total cover of a
feature is the total number of samples split by the
feature, so cover is total cover/weight.

(3) gain: The average gain across all splits
the feature is used in. The total gain means the
total gain brought about by a feature at each split-
ting of node in all trees, so gain is total gain/
weight.

In most cases, gain is the most relevant at-
tribute to explain the importance of each feature,
so we have also chosen to use gain to reflect fea-
ture importance. Here is the formula for calculat-
ing Gain for the XGBoost model (9).

L1 Gi R
Gain=, (H,‘ 2 THe 2
(GL+Gg)*\
H, + Hy =)y (9
Where G means score of the left node after
H, +2 )

. Gk .
splitting; H, -+ Mmeans score of the right node

(G +GR)*
H, +Hg +2

be obtained if the node is not split; and y is penal-

after splitting; means score that can

ty terms that make the tree structure more com-
plex due to splitting.

To refine, the second order Taylor expansion
used to approximate the XGBoost loss function
has two coefficients, the first and second order
gradient statistics on the last loss function, deno-
ted as g; and h;. "the last loss function" means
that g; and h; are known at the time we train the
current tree. Assume that I, and I; are the in-
stance sets of left and right nodes after the split.
Let =1, UlIg, then for example, G, = Z,GILg,»
and H, =2lie1 h..

Tab. 11 provides the Gain-based feature im-
portance of the top ten important features of XG-
Boost Regressor.

3.3.5 Feature analysis It is clear that the fea-
ture importance rank of the XGB regression mod-
el is very different from that of the RF regression

model.

Tab. 11 The top-10 XGBoost importance of feature

Feature ID Name Importance
04 GarageCars 0. 235 655
09 GarageType 0. 158 587
00 OverallQual 0.074 764
13 MSZoning 0. 066 704
14 Fireplaces 0. 062 049
19 BsmtQual 0.053 675
01 GrLivArea 0. 050 019
03 TotalBsmtSF 0. 049 780
08 YearRemodAdd 0.035 574
27 ExterCond 0.031 888

In the RF regression model, ‘OverallQual’
as the most important feature dominates all other
features. The reason for this is related to the way
feature importance is calculated in the RF model.
As mentioned earlier, there are several points to
note when ranking feature importance based on
impurity.

(1) Feature importance based on reduced im-
purity will tend to select features with more cate-
gories (such features are more likely to appear in
the nodes of the decision tree).

(2) When there are related features, the im-
portance of other features that are related to a
feature becomes low after the first feature has
been selected (because the impurity they can re-
duce has been removed by the previous features).

In the XGB regression model,Gain is not on-
ly used to evaluate feature importance, but is also
used in a pre-pruning strategy (only splitting if
Gain is greater than 0 after splitting). Such a cal-
culation avoids the problems encountered in RF
regression models and also allows for a quantita-
tive description of feature importance.

In the XGB regression model with an R?
score of 87%, the most important feature is the
garage information,

(a) ‘GarageCars’: Size of garage in car ca-
pacity.

(b) “GarageType’: Garage location with 7
classes.

which seems reasonable, as people buying a
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house always think about the convenience of
parking. It is to be expected that the assessments
of house influence the price of the house to a large
extent,

(a) ‘BsmtQual’: Evaluates the height of the
basement with 6 classes.

(b) ‘OverallQual’: Rates the overall materi-
al and finish of the house with 10 classes.

But for the moment, these are the ‘attrib-
utes’ that affect house prices and it is difficult for
landlords to change them. So I find some change-
able features and documented them to help with
Actionability later,

(a) ‘ExterQual’.

the material on the exterior with 5 classes.

Evaluates the quality of

(b) ‘ExterCond’: Evaluates the present
condition of the material on the exterior with 5
classes.

(¢) ‘BsmtFinTypel ’:
finished area with 7 classes.

(d) “BsmtFinSF1’: Type 1 finished square

Rating of basement

feet.

4 From explainability to actionability

We have succeeded in improving house price
prediction by creating a new dataset and using the
XGBoost model, while gaining information about
the data and the features that can be interpreted
to influence house prices.

Now we move from research back to theory
to explain why the XGBoost regression model is
better in terms of algorithmic principles. Then we
turn theory to practical application.

As mentioned before, what landlords want
most is not to predict how much their homes will
sell for, but to know where their homes are in the
overall house price market and in what way they
can increase their house price levels. So we trans-
form the regression problem into a classification
problem for solving real-world problem.

4.1 Theoretical explanation
We have already briefly introduced random

forests using the Bagging (bootstrap aggregating)

method to build multiple decision tree models and
combine them to obtain strong learners, and there
are now mathematical inferences proving the con-
vergence of random forests in some cases!'™, It is
also due to convergence that the value of the loss
function of the model will no longer change when
We have

studied the principles of XGBoost in more depth,

the random forest is large enough"'*.

and we are more interested in why XGBoost per-
forms better than Random Forest.

4. 1.1 XGBoost

used in Random Forest, the training set does not

Unlike the idea of Bagging

change in each iteration of Boosting, only the
weight of each sample in the learner will change
accroding to the fit results of the previous itera-
tion. The Gradient Boosted Tree uses this idea to
optimise the model by reducing the loss function
Loss(F(x),y) at each iteration. XGBoost im-
proves on the Gradient Boosted Tree to achieve a
significant improvement in prediction perform-
ance.

(1) Gradient Boosted Decision Tree (GBDT)
is finding a new fit label for the new base model
(the negative gradient of the previous additive
model), for example using the new model to fit
the residuals of the previous model fit as we men-
tioned before. And xgboost is finding a new ob-
jective function for the new base model (second
order Taylor expansion of the objective function
about the new base model).

(2) XGBoost adds a penalty term for the
complexity of the tree structure to the objective
function to avoid overfitting and facilitate the
model to obtain lower variance.

(3)~-

In the following we describe in detail the
principle of the XGBoost algorithm.

(a) First, we use the idea of boosting to fit a
set of data several times. In the first fit we obtain
v as a prediction for the response variable y, but
since the fit is not good, in order to improve the
effect, we make the y —y as new y and refit the
data. After K iterations, the final predicted value

for the i-th sample is:
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Where X; means the features of i-th sample; F is

the space of trees we used; y,* "

means the final
predicted value for the i-th sample after (K —1)
iterations,

(b) For supervised learning, we need to de-
fine the objective function to ensure that the mod-
el learns in the right direction, i. e. , the model
adds K-th tree (/) in order to make the follow-

ing objective smaller:

Ohj = 20" Ly + 200 Q) D

K
Where [ is loss function; 2 QCf,) is a regular
k=1

term used to control model complexity; n is the
length of samples.
From formula (10) and (11), we can get the

objective function for k-th tree:
Dje = D00 Lyt Y + (X)) +
SagH+aco (12)
K—1

Where EQ(]‘;) means total complexity of the

=1
first k-1 trees, which is known at the time we

train the A-th tree. So when we train the k-th

tree, our object is ;
Minimize . 2 j;ll(yi Y 4 L (X)) Q)
(13
We analyse the above objective function (13)

in two parts.

(1) Loss function.

DUy A+ [ (X)) s
i=1

This loss function is very complex and we
use the Taylor second order expansion to approxi-
mate this function.

fr+Aar)~f(x)+f(x)+ Ax+

%f’m . Az (14)

In the Taylor second order expansion (14), we
replace x with y*7", and replace Ax with

£+ (X;), then we can simplify the loss function;:

D20 Ly )+ g s fi( X+

K. B F XGBoost # B ¥ Fum t£4% # 59 %
% hie f2(XD] (15)

Where the g; is dy [ (yisyi* VY and h; is
d5ev [ (yisy; 7). Obviously, when we train
the k-th tree, (y;»¥* "), g;s h; are known, so

for the loss function, our objective is,
Minimize . E 1.1:1 Lgi* [ (XDH+

5 e XD (16)
(ii) Parameterisation f, (X;) & Q(fu):
For the complexity of a tree, we consider
that it can be expressed in terms of the number of

leaf nodes and the value of the leaf nodes,
Q(fi) =T +%A2JL (w;)? an

Where T means the number of leal nodes and w;
is the weight of leaf j. f.(X;) refers to the pre-
diction of the k-th tree for the i-th sample. In
other word, the node which the prediction of the
i-th sample falls on, so we set g(x;) to represent
the location of this node. So, from function (16)
and (17), we set I; ={i|q(x;) =j}, then we can

get the final objective function;
. [Gj o, g CH, 40 <w,.)2]+ﬂ
(18)
Where G; is Eier gi; H;is Zielf h;.
4. 1. 2

dom forest

Comparison between XGBoost and ran-
The random forest model can be
proved to be convergent using the large number
theorem''™). This means that when the number of
trees is large enough, the value of the objective
function of the random forest will no longer
change. Due to its random nature and the under-
lying idea of Bagging, Random Forest focuses on
reducing variance, which makes the model more
generalisable but less accurate,

Boosting, on the contrary, makes the model
fit better and better over iterations, but ignores
the problem of overfitting when reducing bias, 1.
e. the model is less generalised and more accu-
rate. However, from the XGBoost objective func-
tion (18), XGBoost adds a model complexity pen-

alty term to avoid over-fitting while improving ac-
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curacy. This is the reason why the XGBoost mod-
el performs better than the Random Forest mod-
el.
4.2 Actionability

As mentioned earlier, we transform the re-
gression problem into a classification problem,
improving the fit while allowing the predictions to
handle real-world problems.
4,.2. 1 We divided

the response variable into ¢ high house price’

Change response variables

(class 1) and ‘low house price” (class 0) by the
median of ‘SalePrice’, and Fig. 9 provides the da-
ta distribution transformation. The reason we use
the median as the threshold between ‘high’ and
‘low house price’ here is to ensure a good fit.
The median means that we will get balanced data
which is more suitable for traditional supervised
learning (If the data is unbalanced, the model
may be biased towards large samples in the learn-
ing process and the fit will be good for large sam-

ples but poor for small samples).

le-6 ) )
8 700%
Z 600|
p 500}
4 B
3 300]
2 200
1 100
oL ok i
01 23456 7 8 00 02 04 06 08 10
Sok Prke le-5

Fig. 9 The data transformation flow

4. 2.2 Modeling

(1) Adjustment parameters. I selected four
parameters to optimize the XGboost classifier,
‘eval_metric” indicates the evaluation function,
which is used to assess the effectiveness of the

model after training.

Tab. 12 The optimal parameters of XGB classifier

Parameters Ranges Optimal Values
’n_estimators”’ [100,200,300] 100
"max_depth’ [6,7,8] 8
’learning_rate’ [0.1, 0.2, 0.3] 0.1
”eval_metric’ [auc’, ’error’, ’logloss’] Tauc’

Tab. 12 gives the best parameters we have
calculated by using GridSearchCV.
(2) Reset thresholds. When we use the XGB

classifier for binary prediction, the model actually
uses logistic regression to predict the classifica-
tion probabilities and classify samples with proba-
bilities greater than a threshold with default value
0.5 as class 1 and those less than the threshold as
class 0. And we can reset the threshold to ensure
that both the accuracy and recall of the model can
be optimal.

Fig. 10 provides the optimal threshold for the
XGBoost classifier.

Precision curve and recall curve
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Fig. 10 The best threshold
(3) Predicted effects. This XGBoost classifi-
cation model has an accuracy of 93% and a recall
of 93% ., and Tab. 13 gives details of how well the
model fits. Where ° f1 score”’ is the callback aver-
age of precision and recall, and ‘support’ is the

number of samples in each classification.

Tab. 13 The classification effects of XGB classifier

Precision Recall f1 score Support
class 0 0.92 0.94 0.93 219
class 1 0. 94 0.92 0.93 219

Meanwhile, the confusion matrix of the mod-

el is given in Tab. 14.

Tab. 14 The confusion matrix of XGB classifier

Predicted value

0 1
0 206 13
Actual value
1 18 201

4. 2.3 Feature importance Fig. 11 provides the
F Score-based feature importance of XGBoost

Classifier. These features appear to be more e-
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venly distributed in importance and are not influ-
enced by other features.

Recommendations: From Fig. 11 and Tab.
11, we found some important and changeable fea-
tures:

(a) ‘BsmtUnfSF’ . Unfinished square feet of
basement area

(b) ‘BsmtFinTypel’: Rating of basement
finished area

(¢) ¢ BsmtFinSF1 7.
square feet

(d) * WoodDeckSF .

square feet

Type 1 finished

Wood deck area in

(e) ‘MasVnrArea’: Masonry veneer area in
square feet

From these features, it is clear that landlords
need to improve the basement, and the exterior of
the house by some way like more use of Wood
deck and Masonry veneer, in order to achieve a

higher price.

Feature importance

Gr;ovArea
TotalBsmtSF
LotArea
BsmtUnfSF:
YearRemodAdd:
YearBuilt;
BsmtFinSF1
GarageArea
OpenPorchSF;
LotFrontage
MoSold-
Neighborhood:
MasVnrArea
‘WoodDeckSF:
& OverallQual
S OverallCond
= MSSubClass
2ndF1rSF:
Fireplaces:
GarageCars;
MSZoning:
BsmtFinTypel
BsmtQual
TotRmsAbvGrd.
GarageType:
BedroomAbvGr:
KitchenQual:
FullBath
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8
7

ExterQual 3

ExterCondf 2
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Fig. 11
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The XGBoost classifier feature importance

5 Conclusion and future work

There is currently a lot of research using ma-

chine learning for house price prediction. Howev-

er, most of them are used to compare the per-

formance of different ML models or just to make
predictions on house prices, and have no practical
use. In our study, two ML models, Random For-
est and XGBoost, are combined to optimise the
data fitting.

In this study, the house data (" House
Prices-Advanced Regression Techniques") is ob-
tained through the Kaggle competition and per-
formed a complete data analysis. The dataset is
cleaned in data pre-processing by data comprehen-
sion, feature correlation coefficients and so on.
Then the data information is initially explored u-
sing a random forest model. And filtering fea-
tures by their importance to remove redundant
and useless information. Then we can provide a
dataset for the XGBoost model with the potential
for increased generalisation.

After fitting the XGBoost regression model,
we successfully increased the R? score from 85%
to 87%. At the same time, the advantages of
XGBoost are explained by examining its princi-
ples. Finally, the regression problem is trans-
formed into a classification problem to provide
landlords with some suggestions to improve their
house price level. In the final XGBoost classifier,
we obtained a classification model with an accura-
cy of 93% and a recall of 93%.

There is still a lot of room for improvement
in this paper,

(1) Firstly, after completing the ML classifi-
er learning, we have only provided the user with
insufficiently clear recommendations by feature
importance, we need to look at the distribution of
those features in data and give more specific rec-
ommendations.

(2) Our recommendations are only overall
and are not able to be used for individual users.
We need to build a recommendation system
which, after obtaining information about a user's
home, the system is able to predict house price
levels and provide targeted recommendations at
the same time.

(3) Too little research has been done on the

classification problem. In this study, we only
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used binary classification (two classes) to classify
the data. We need to refine the categories and
build a multi-category model.

(4) As there are likely to get a unbalanced
dataset when the number of classes becomes
large, because there may be some classes with on-
ly a few samples, we have to continue our re-
search into machine learning algorithms to find
solutions to poor quality datasets.

The above work can continue to improve the
process of transformation from theoretical re-
search to practical applications, make the system
be able to cope with more types of data and pro-
vide users with more user-friendly features to
solve practical problems. Therefore, the content

of the appeal is key to our future work.
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